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TEMATHYECKHUE UCCJIENJOBAHMS 11O CBOPY U OBPABOTKE JAHHBIX /UL
OBHAPY/XEHUS JIIOJEN B 'OPOACKOM TPAHCIIOPTE

ArHomayus

B ycnoBusix pocta ropockoit MOOHIBHOCTH 3a7a4a TOYHOTO MOACYETa TAaCCAKUPOB CTAHOBUTCS] 0COOCHHO
BaXHOH [UIs TUIAHMPOBaHUsI TPaHCHOPTHOW WH(ppacTpyKkTypsl. Llenbio HacTosiei crtatbu — pa3paboTka
CHCTEMBI aBTOMAaTHYECKOTO OOHAPYKEHUS U MOACYETA JIFOACH B TOPOJICKOM TPAHCHOPTE C UCIIOIb30BaHUEM
COBPEMCHHBIX ME€TOJ0B KOMITBIOTEPHOI'O 3pCHU. B pa60Te OITMCAaHBI dTaIlbl c60pa 1 aHHOTHUPOBAHUA JaHHBIX,
o0ydJeHHue MOJISIIH U OlleHKa e€ A peKkTuBHOCTU. B pamkax ucciieoBaHus ObUIN TOCTABICHBI 33]Ja4H1 110 COOpy
¥ aHHOTHPOBAaHMIO BHJICOJAHHBIX, OOYYEHHIO MOJETH M OLeHKe e€ s¢dekTuBHOCTH. bBIT co3man
cnenuanu3npoBanHbiid gataceT (4 047 u3zobOpakenuii, 8§ 918 00BEKTOB), M MOAETH O0yYEeHA A0 JTOCTIDKEHUS
3HaueHus Fl-nokaszatens 0.90. [IpoBenena cepust SKCIIEPUMEHTOB C Pa3IUYHBIMU aJTOPUTMaMHU TPEKUHTA.
Pe3ynpTaThl MOATBEPAMIN BBICOKYIO TOYHOCTH CHCTEMBI M €€ TPHIOAHOCTH UIS MPHUMEHEHUS B PEXHME
peanpHOrO BpeMeHH. Pa3paboTaHHoe pemieHHe MOXeT OBITh HCIIONB30BAaHO JUIS MOHHTOPHHTA
MACCaXUPOIIOTOKA, ONTHUMHU3AIMH MaplIPYyTOB M MOBBIMEHUS 3PQPEKTUBHOCTH YMPaBICHHUS TOPOICKUM
TPaHCIIOPTOM.

KnaioueBble cioBa: moncyér Iofel, HHTEUICKTYyalbHBIH TPAHCIIOPT, KOMITBIOTEPHOE 3pEHHE,
oOmiecTBeHHbINH TpaHcnopT, YOLO, naracer.
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KAJAJIBIK KOFAMIBIK KOJIKTE AJAMIAP/Ibl AHBIKTAYFA APHAJIFAH JEPEKTEP/I
KUHAY )KOHE OHJIEY BFOMBIHIIIA TAKBIPBIIITHIK 3EPTTEYJIEPI

Anoamna

Kananblk MOOWIBIUTIKTIH apTybl OKarJaiblHIA OJKOJAYIIbLIAPIABI JJ €CENTey MIHICTI KoK
MH(PaKYpBUIBIMBIH KOCTIApJiay YIIiH aca MaHbI3IbI OOJBIN OTHIp. Byl MakalaHbIH MakcaThl — 3aMaHayH
KOMITBIOTEPJIIK KOpPy SMICTEpiH MaiijianaHa OTBIPHIN, KaJajblK KOFaMJBIK KOIIKTe aJamIap/Abl aBTOMATTHI
TYpZAE aHBIKTAy YKOHE CaHay JKyHeciH a3ipney. JKyMmbIicTa JepekTepai )KUHAy MEH aHHOTaIMsIay Ke3eHIepi,
YJITiHI OKBITY JKOHE OHBIH THIMALIITIH Oaranay cunarTagraH. ApHalbl IepeKTep KHUBIHTHIFB KYpbULIb! (4 047
cyper, 8 918 o00bekT), xoHe Mogmens F1 xepcerkimi 0.90 jkeTKeHIIE OKBITBUIABL OPTYPJi TPEKHUHT
ITOpPUTMJIEpIMEH OipKaTap SKCIIEpUMEHTTep KYpriziai. HoTmkenep sxyieHiH ®KoFapbl IOJJIri MEH HaKThI
VaKpIT PEKUMIHIE KOJIJIAHyFa IKapamJIbUIBIFBIH pacTajbpl. O3IpICHreH INICHIM >KOJAaylIbuiap aFbIHBIH
OakpulayFa, MaplIpyTTapIbl OHTAHJIAHIBIPYFa JKOHE KalajblK KOJIKTI Oackapy THIMIUIITIH apTThIpyFa
naiinananyra 6omazpl.

Tyiiin ce3mep: anaMaap/pl caHay, HHTEIUIEKTYaJIIbl KOJiK, KOMIIBIOTEPJIK Kopy, KorambIK keik, YOLO,
JePEKTEP >KUBIHTHIFBI.
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CASE STUDIES OF COLLECTING AND PROCESSING DATA ON DETECTING
PEOPLE IN URBAN TRANSPORT

Abstract

In the context of increasing urban mobility, the task of accurate passenger counting becomes critically
important for transportation infrastructure planning. The aim of this article is to develop a system for automatic
detection and counting of people in urban transport using modern computer vision methods. The paper
describes the stages of data collection and annotation, model training, and evaluation of its effectiveness. The
aim of this study is to develop a system for automatic detection and counting of people in urban transport using
modern computer vision methods. The paper describes the stages of data collection and annotation, model
training, and evaluation of its effectiveness. A specialized dataset was created (4,047 images, 8,918 objects),
and the model was trained to achieve an Fl-score of 0.90. A series of experiments with different tracking
algorithms was conducted. The results confirmed the system's high accuracy and real-time applicability. The
developed solution can be used for monitoring passenger flow, optimizing routes, and improving the efficiency
of urban transport management.

Keywords: people counting, intelligent transportation, computer vision, public transport YOLO, dataset.

BBenenne

B ycnoBHsAX cTpeMHUTENBHOTO PACHIMPEHHs ypOAHW3UPOBAHHBIX TEPPUTOPUN M BO3PACTAIOIIETO
cnpoca Ha H(QQEKTUBHbIE CHUCTEMbl OOIIECTBEHHOIO TPAHCIOPTa, 3a7ada TOYHOM OLEHKHU
[1aCCaKUPOIIOTOKA TPUOOPETAET KIIOYEBOE 3HAUEHHE B MPOLIECCE TPAHCIIOPTHOI'O IJIAHUPOBAHUS U
ynpasieHus. JloctoBepHas MH(OpMAIUs O KOJIMYECTBE MACCAKUPOB, NOJIB3YIOIUXCSA aBTOOycaMH,
TpamMBasiMU M METPOIIOJIUTEHOM B PAa3JIMYHbIE IEPUOJABI CYTOK, IO3BOJIIET TPAaHCIOPTHBIM
oreparopaM ONTHMM3MPOBATh TIpaUKU JABWKEHMS, DPALMOHAIBHO pACHpPEACNsATb Pecypchl U
MOBBIIIATh KAauyeCTBO OO0CIyXHMBaHMs HaceneHus. OAHAKO TpaJUIMOHHBIE METOJbI cOOpa TaKuX
JaHHBIX — BKJIOYas pY4YHOHM MOJCUET, HH(paKpacHble JTaTYUKW W HANOJbHbIE KOBPUKH,
YYBCTBUTEJIbHBIE K JIABJICHUIO — JIEMOHCTPUPYIOT OIpPaHUYEHHYIO 3(P(PEKTUBHOCTb BCJEICTBHE
po6IeM MacITabOUpyeMOCTH, YyBCTBUTEIBHOCTH K BHELTHUM YCIOBHUSM U OTCYTCTBUSI THOKOCTHU B
ajanTaluyd K HU3MEHAIOIIEHCS cpele B pEeXHUME pealbHOro BpeMeHU. B mocnmeaHue rojabl
3HAYUTENbHBIN Mporpecc B 00JaCTH KOMIBIOTEPHOTO 3pEHHsI U TEXHOJIOTHI ITyOOKOro o0ydeHus
OTKpPbUI HOBBIE TEPCHEKTUBBI JJIsi aBTOMATHU3MPOBAHHOIO IMOJACYETA IMACCAXKUPOB B YCIOBUAX
ob1ecTBeHHOTO TpaHcnopTa. CoBpeMEHHbIE METOJbl OCHOBAaHBI Ha HcIoib30BaHMU RGB-kamep,
CEHCOPOB IIIyOMHBI U MYJIBTUCEHCOPHBIX CUCTEM, 00ECTIEUNBAIOIINX BEICOKOTOUHOE OOHApYKEHHE,
OTCIIC)KMBAHUE M KOJMYECTBEHHYIO OLEHKY IacCaXUPOMOTOKAa. Psn HayyHBIX HCCIeI0BaHUN
noaTBepAusl  3P(PEeKTUBHOCTh CBEPTOUHBIX HeHpoHHBIX ceTel (CNN), a Ttaxke Moxenei
oOHapyxeHHus: 00bekToB, Takux kak YOLO, RetinaNet u Faster R-CNN, B pemenun momoOHbIX
3a1a4. B psge HenaBHUX HCCIIEOBAaHMN paccMaTpUBAETCs MPUMEHEHHE TEXHOJOTHH TIIyOOKOro
o0yuyeHHs 1 00pabOTKU N300paskeHUH IS pelleHNs 3a/1a4M MOACUYETA MaCCaXKUPOB B OOIIECTBEHHOM
TpaHcnopte. Tak, B pabore Ren, Fang u Djahel Obin mpemiokeH onTUMH3UPOBAHHBIN METOA
nozcy€ra yozel B peaabHoM BpeMeHH — Y OLO-PC, otnuyaromuiicss OT CTaHAapTHON pealin3anuu
YOLO ucnonb3oBaHueM CeTKU pazMepoM 9x9. 3To 1mo3BoIsIeT NOBBICUTh TOUHOCTh OOHAPYKEHUS
3a cy€T yBEIMYECHMS YMCIIa OTPAHUYMBAIOIIUX PaMOK M K03 duimeHToB yBepeHHOCTH. KitroueBbiM
HOBOBBEJICHHEM SIBJISIETCSI CTpaTerusi BbIOOpa TpaHHI], oOecredyuBaroiiasi BHIOOPOYHBIA MOJCUET
JOAEH, TPOXOJAIMX Yepe3 3apaHee OIpenes€HHbIe 30HBL, C 3(PGEeKTUBHON QUIbTparuen
HEpeJeBaHTHBIX 00bEKTOB. MeTon nocturaet TouHoctu 64% mAP npu ckopoctu 06padboTku Oonee
40 xaznpoB B cekyHay. OgHaKo ero mpuMeHeHHe TpeOyeT TOYHOIo MO3ULMOHHWPOBAHUS KaMmep U
JIEMOHCTPUPYET BBICOKYIO YYBCTBUTEIBHOCTh K IEPEKPBITUSAM, UTO CO3JAET JOMOIHUTEIbHBIE

CJIOJKHOCTH IIPU SKCILTyaTalluU B YCJIIOBUAX IIJIOTHOTO IMMACCAKUPOIOTOKAX [1]
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B crarbe Sun 1 cOaBTOPOB MpeCTaBlIeH METOJI TOJCUETA JTI0/IeH B OOIIECTBEHHOM TPAHCIIOPTE B
peasibHOM BpeMeHU ¢ mnpuMeHeHueM RGB-D kamep u anroputMoB KOMIBIOTEPHOTO 3pEHHUS,
OCHOBAHHBIX Ha TIyOnHe. KitoueBpIM BKJIa10M pabOThI CTANIO CO3/1aHUE OTKPBITOrO HAOOpa JaHHBIX
PCDS, Bximouaroniero 6osee 4500 Bumeo3anucei, 4To Mo3BOIMIO BOCITIOTHUTD ASPHUITUT STATOHHBIX
JaHHBIX JUI1 OLCHKH MOAOOHBIX MeToJoB. [IpemnoKeHHBIN aaropuT™, OCHOBaHHBIH Ha 3D-
PEKOHCTPYKIIMU U TPOEKIMU Ha OIMOPHYIO IUIOCKOCTh, OOecleyuBaeT TOYHOCTh 10 92% mnpu
ckopoctu 45 FPS, Ho xapakrepusyercs 3aBUCUMOCTBIO OT TJIYOMHHBIX CEHCOPOB W
YyBCTBUTEIHHOCTBIO K yriry 0630pa kamepsl [2]. B pabore Kusuma, T.A.A.H., Usman, K., Saidah
paccmaTtpuBaercs npumeHenne monenu YOLOv4 mis noacué€ra JoAed B peKUME PeaIbHOro
BPEMEHH B YCIOBHSIX OOIIECTBEHHOT'O TPAHCIIOPTA, TAKUX KAk 1Moe3/1a U caMoiEThl. B uccnenoBanun
UCIOJIb3YETCSl METO/ TpaHC(HEPHOro 00yUueHus: MoJielb 00y4YaeTcs Ha OJIb30BaTEIbCKOM JlaTaceTe,
B ocHOBHOM copmupoBanHoM 3 Open Image Dataset (ympamsiemoro Google), monosHeHHOM
HEOOJBIIMM KOJMYECTBOM BpYUHYIO COOpaHHBIX pEaJbHBIX TECTOBBIX JaHHbIX. Hawmmyuiiee
JOCTUTHYTO€ 3HaueHwe cpeaHel tounoctu (mAP) cocraBuimo 72,68%, 4Yro moaTBEpkKAAECT
3¢ (HEeKTUBHOCTh, MOJIENIM B PACIO3HABAHMM MACCAKUPOB B Pa3NUYHBIX ycloBUsAX. Hecmorps Ha
WCIIOJIh30BaHNE KOMITBIOTEPHOTO 3peHUsl 06€3 He0OXOAUMOCTH B JOMOJHUTEIHLHOM 00OPYIOBaHUM,
COXPaHSAIOTCS TaKue MPOoOJIeMbl, KaK CI0KHOCTh OOHAPYKEHHSI TACCA)KUPOB B MACKaX MIIU TOJIOBHBIX
y0Oopax, a TaKKe MePEeKPhITHS B IEPEMOTHEHHBIX TPOCTPAHCTBAX, YTO YKA3bIBAET HA HEOOXOAUMOCTh
JAbHEUIIer0 YIyYIIeHUS MOJENW W yBEIWYEHHS pa3HooOpasusi oOywarommx naHHbeix [3]. B
uccnenoBanuu Baumann, D., Sommer, M., Schrempp, Y., Sax, E. npencrasiien 1ByXxcTyneH4aThIi
MOAXOJT K MOACUETY MAaCcCaXKUPOB C MPUMEHEHUEM METOJI0B riIy0okoro o0yuyenus. Ha mepBom starme
npuMensiercss Mojziennb RetinaNet ¢ apxurektypoii ResNet50, oOyuennas Ha maracere PCDS, dro
MO3BOJIMIIO JTOCTUYh BBICOKON TOYHOCTH pacrio3HaBanusi (mAP — 97,34%). Jlanee pe3ynbrarhl
JETEKIUU NEPEJAIOTCS B PEKYPPEHTHYIO HEHPOHHYIO CETh, OCYILECTBIISIONIYIO OLIEHKY KOJMYECTBa
BOIIEIIMX U BBIIIEANINX MacCaXKUPOB. HecMoTps Ha 3HaUMTEIbHbIC BEIYMCIUTEIbHBIE TPEOOBAHMS,
MIPEUI0KEHHBIA METO/I TIOKa3bIBACT BHICOKYIO () (DeKTUBHOCTH U CITOCOOEH 3aMEHUTH TPAIUITHOHHBIC
ceHcopHble pemienus [4]. O63opHas ctaths Radovan A. u coaBTOpPOB MpeCTaBiIsieT BCECTOPOHHUMN
aHAJIM3 PA3TMYHBIX METOOB MOACYETAa MACCaXKUPOB B 00IIeCTBEHHOM TpaHcmopte [5]. B pabore
paccMaTpUBAIOTCS KaK TPaJWLMOHHBIE METO/bl 00paOOTKH H300pa’keHHM, TaKk U COBPEMEHHBIE
MO/XO0JIbl Ha OCHOBE INIyOOKOro OOy4YeHHs, C NOJIpPOOHBIM AaHAJU30M HUX MPEUMYIIECTB H
OTPaHUUYEHUN B YCIOBMSX PEAIBHOr0 NMpuMeHeHus. OTAeNnbHOE BHUMAHUE YIEISETCs HHTErpalun
MYJIbTUCEHCOPHBIX CHCTeM — BKJItO4ass HMH@pakpacHele natuuku, Wi-Fi u RFID — ¢ nenbio
NPEO/IOJIEHUs] TaKMX TNpoOieM, Kak IMEepeKphITUs, IEepeMEHHbIe YCIOBHUS OCBELUICHUS U
3arpoMOoKJIEHHOCTD clieHbl. Kpome Toro, aBTopbl aHAIM3UPYIOT BIUSHIE HOPMAaTUBHBIX TPEOOBAHU,
takux kak GDPR, Ha BHeJpeHNe M000HBIX TEXHOJIOTHM, U JAal0T MPaKTUYECKHE PEKOMEHAALNHU 1O
HCIIOJIb30BaHNIO HaAEXKHBIX natacetoB (Hampumep, PAMELA) u crpaternueckomMy pa3MeleHUIO
KaMep JJIs TOBBILIEHNs] TOYHOCTH OOHApYKEHHsI B TMHAMUYHON cpejie OOIECTBEHHOT0 TPaHCIOPTa.

B nenom, paccMOTpeHHbIE MCCIEA0BAHUS IEMOHCTPUPYIOT OBICTPOE pa3BUTHE U pa3HOOOpasue
MIOAXOJI0B K IMOJACYETY NAacCakUpoB B TpaHcmopTe. HecMoTps Ha psii NpeMMYIIECTB — BKIHOYAS
paboTy B pealbHOM BPEMEHH, BBICOKYIO TOUHOCTh OOHApY’>KEHUS, UCIIOJIb30BAHUE KAaYECTBEHHBIX
J1aTaceToOB U MYJIbTHCEHCOPHYIO HHTETPALIUIO — COXPAHSAIOTCS TaKue MPOOJIeMbl, KaK 3aBUCUMOCTh OT
CEHCOPOB, TOYHOCTh MO3UIIMOHUPOBAHUS KaMep U COOTBETCTBHE HOPMAaTHMBHBIM TpeOoBaHUsM. B
CBSI3U C 9TUM HEOOXOIUMBI JabHEHIIINE UCCIEI0BAaHUS U TEXHOJIOIMYECKHE YCOBEPIIEHCTBOBAHUS
JUIS TIOJTHOIICHHOM pean3alliy TaHHBIX CUCTEM B PEalIbHBIX yCIOBHSIX.

MeToa0/10rust MCCJIEIOBAHUSA

Coop oamacema 0ns obuapydsicenus nodel 6 2opoockom mpaucnopme. COOp natacera s
oOHapyXeHHs JIIoJIed B TOPOJICKOM TPAHCIOPTE — ATO KIIOUEBOM 3Tall MpH pa3padOTKe CHUCTEM
KOMITBFOTEPHOTO 3PCHHUS, TAKMX KaK JETCKIUS MacCaXUpoB. BOT mosTanmHast HaydHO 00O0CHOBaHHAs
WHCTPYKIIHS, KaK MOXHO cOOpaTh U MOJATOTOBHUTH Takoil garaceT. OauH u3 Hanbosiee HaIEKHBIX
croco6oB cOopa JaHHBIX sl OOHApPY>KEHUS TOJEH B TOPOJCKOM TPAHCIOPTE — 3TO OPTaHU3AIUS
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peanbHON BUACOCHEMKM B LIENEBBIX 30HaX. Kamepsl pekoMeHayeTcs pa3MmemiaTb Ha BXOJaX B
aBTOOYyC, BHYTPHU CaJOHAa, Y BEPEH METPO U B APYTUX MECTAX C HHTEHCHBHBIM MacCaKUPOMOTOKOM.
Jlnst monmy4yeHHus penpe3eHTAaTUBHOTO HaOopa JaHHBIX BaXHO (PUKCUPOBATH BHJICO B pa3IHUHBIC
MIEPUOJIbI CYTOK U MPH Pa3HBIX YCIOBUAX — KaK IMPU AHEBHOM, TaK U IPU BEYEPHEM OCBEIICHUHU, B
Yyachl MUK M B NEPUOJBl HU3KOM 3arpy3Kd, NMPU DPa3IUYHBIX HOTOJHBIX YCIOBHsX. Ilpu sTOM
HEOOXOUMO CTPOrO YYHUTHIBATh HOPUIMYECKHME W STUYECKUE HOPMBI, BKIIIOYas COONIO/CHUE
TpeOOBaHUI O 3alluTe MEPCOHAIBHBIX JaHHBIX (Hampumep, B coorBerctBuM ¢ GDPR). s
MCKJIFOUYEHUS BO3MOXKHOCTH MICHTH()HUKALINY JINYHOCTH UCTIONIB30BATMCH METO/IbI aBTOMATUYECKOT O
MacKUpOBaHMsI M pa3MbIBaHUS JIUI, a TaKKe MACKUPOBAaHUS YHHUKAJIbHBIX IPU3HAKOB.
JIonoMHUTENBHO Ha dTane (OPMUPOBAHMS JaTaceTa MPOBOAMIICS CIICIHATbHBIA OTOODP: B KOHEYHBIN
HaOOp BKIIIOYAIKCH TOJIBKO T€ KaJpbl, TJE JIUIA MAacCaXUPOB HEe ObUIM YETKO paziuyuMbl. Takum
o0pa3oM, KOH(HUICHIUATHHOCTh IEPCOHATBHBIX JJAHHBIX ObLIa IOJHOCTBIO obOecreueHa Oe3
HEO0OXOIUMOCTH JIOTIOJIHUTEIbHBIX MEP AHOHUMHU3ALIUH.

[Ipemyaraemasi cucreMa aBTOMaTH3MPOBAHHOTO MOICYETA TACCAKUPOB BKIIIOUACT B ceOsl YeThIpe
OCHOBHBIX Moy Ha stane cOopa JaHHBIX BUI€03aUCH (PUKCUPYIOTCS U3HYTPHU calloHa aBTOOyca
¢ mcronb3oBaHreM Kak crannoHapHbix CCTV-kamep, Tak ¥ MOOHMIIBHBIX YCTPOHCTB (Harpumep,
cMapT(OHOB), YCTAHOBJIICHHBIX B IMOJIO)KEHUHU, OOECIEUMBAIOIEM MAaKCHUMAJbHBIA OXBaT 30HBI
MPUCYTCTBUS MaccaxupoB. Ha stame mpemoOpabOTKM KaxAblii BUACOKAAP MacIiTabupyeTcs IO
Tpebyemoro pazpemieHusi ¢ mnomoinpio Oubanoreku OpenCV. Ilpu >TOM AONONHUTENbHAS
HOpMaJIM3alUsl JIaHHBIX HE MPUMEHSETCS, 4YTO IO3BOJISIET COXPAHWUTh BBIYUCIUTEIHHYIO
3¢ deKkTUBHOCTH MpU 00paboTKe B peaabHOM BpeMeHU. [[i1st oOHapyx eHHs] 00BEKTOB UCIIOJIb3YETCs
mozens YOLOVS (You Only Look Once, Bepcus 8) [6] ¢ nmpeaBapuTeIbHO 00yYEHHBIMH BECAMHU.
JleTeKTop OCyIIeCTBISET HACHTU(DUKAIMIO KaXKIOTO YeJoBeKa Ha wu300paxkeHuu, GHopMupys
OTPaHUYUBAIOIIUE PAMKH U IPUCBaMBasi 00bEKTaM COOTBETCTBYIONIYIO METKY Kiacca "person".

OuUHANBHBIA MOJYJb CUCTEMBI OTBEYAET 32 MOJCYET KOJTUYECTBA OOHAPYKEHHBIX MaCCaXKHUPOB,
BU3YQJIM3AIUIO PE3yJIbTATOB B II0JIb30BATEILCKOM HHTEpdeiice B peallbHOM BPEMEHH, a TaKKe
TeHepaIuio 3BYKOBOT'O CUTHaJa MPHU MPEBHIIICHUN 33JaHHOTO MOPOra BMECTUMOCTH TPAHCIIOPTHOTO
cpeacrtBa. [y oOy4eHus: MOJIENH KakK IMOKa3aHO Ha pucyHke 1, Opuio cHATO 20 BHIEO3amucel C
YCTQHOBJICHHON B cajloHe aBToOyca KaMepbl, B TPAHCIIOPTHBIX CpEACTBAX, OOCITYKMBAIOLIMX
MapUIpyTHl TOPOJCKOTO OOIIECTBEHHOTO TPAHCTIOpTa B ACTaHe.

Ha pucynke 1 mnpexacraBieH KoJulaX, COCTaBJIEHHBIH M3 aHHOTUPOBAaHHBIX BHUIEOKAJIPOB,
NpeIHa3HAuYeHHBIX IS PEIICHHUS 3a7aui IETSKINH JIF0eH B YCIOBUSIX TOPOJCKOTO OOMIECTBEHHOTO
TpaHcnopta. Kaxaplii kaznp colep T orpaHuuuaronie pamku (bounding boxes) ¢ MmeTkoi
«Yenosek», 00o3Havaromel 00bEKTHI KJlacca person, paclio3HaHHbBIE B clieHe. Pa3MeTka BhITIOJIHEHA
c ucnoibzoBanueM uHcTpyMeHTa CVAT, uro mnoarBepkaaercs YHUGHUIMPOBAHHBIM CTHUIIEM
BU3YQJIM3allUU U CTPYKTypod aHHOTammi [7]. CHHHE NpSMOYTOJBHUKH AEMOHCTPHPYIOT TOYHOE
MO3UIIMOHUPOBAHUE OOBEKTOB JaXe B YCIOBHMSIX MOHMKEHHOW OCBEHIEHHOCTH M YaCTHUYHOIO
nepekprIThs. Ha n300pakeHusIX TakKe OTOOPaKaroTCsi METaJaHHbIe — HISCHTU(UKATOpP KaMephl,
JaTta u BpeMsi CbEMKH, YTO 0OeCTIedrBaET BO3MOXKHOCTh CHHXPOHU3ALIMH IaHHBIX U MTOCIIETYIOIIEro
KOHTEKCTHOTO aHanmm3a. [IpencraBneHHBIN KOIaX WUIFOCTPUPYET STal PYYHOH aHHOTAIHH,
HEOOXOAUMBIN JUIsl OpMHUPOBaHUS O0YyUalOIIEero JaTaceTa U MOCieayomel Banuganun Moaenen
KOMITBIOTEPHOTO 3PCHUSI.

Kak mokazano Ha pucyHKe 2, 0OBeKThl kiacca «YenoBek» OBUTM pa3MEUYEHbl C MOMOIIbIO
ITOJIyaBTOMAaTHYECKOM MacO4YHOW cermeHTauuu B MHCTpyMeHTe CVAT, 4ro mo3BOJISIET TOYHO
BBIJICIUTH KOHTYPBI KQXKJI0T0 00BEKTa JAaXKe B YCIOBUSAX YaCTMYHOIO MEPEKPHITUS U OTPaHUYEHHOU
BUJMMOCTH. DTOT MPHUMEP HWIUTIOCTPUPYET MPOIECC CEMAHTUYECKOH CEerMEHTAIMU TacCaXUpOB B
TOPOJCKOH cpeJie, UTO SIBISAETCS KIIOUEBBIM 3TANoM NMpH (POPMUPOBAHUM J1aTACETOB Uil OOYUYEeHUs
MojieNiel KoMITbloTepHOro 3peHus (Hampumep, Mask R-CNN wu ap.). AHHOTaIms TakMx MacokK
UCTOJB3YeTCsl sl 3a7ad pAclO3HAaBaHUS M MOJACYETa JIIOJIEHl B YCIOBUSX OOIIECTBEHHOTO
TpaHCIOPTA.
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Pucynox 1. Ilpumepvl anHomupo8aHHuix 8U0eoKkaopos ¢ demekyueti 06vbekmos Kkiacca « 4enogex,
pasmeyennvix 8 cucmeme CVAT

Jlia skcriepuMeHTOB ucnosib3oBanack RGB-D kamepa ¢ nmazepnoil TexHosnorueit LiDAR Intel
RealSense L515, BbICOKOI TOYHOCTBIO M3MepeHUs IyOuHsbl B tuanasone 0.25-9 M u unrerpanuen
IMU.Kanu6poBka BbilosHANACh MO MeToxy Zhang [8] ¢ [1OMOJHUTENBbHON TeMIepaTypHOI

koMmrmeHcaruei. [lng cuaxponusaruu notokoB RGB u depth ucnons3oBascs anmapatHelii Tpurrep ¢
TOYHOCTBIO =1 McC.
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Pucynox 2. Ilpumep annomuposanus 00vexkmos kiacca « 4enogexy ¢ ucnoivb308anuem mMaco4noul
ceamenmayuu 6 CVAT
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Mogens YOLO (You Only Look Once) crana KiIt04eBbIM pelieHHeM B 00J1acTH OOHApYKEeHUs
00BEKTOB B pEabHOM BPEMEHU U IHIMPOKO NMPHUMEHsSETCS B TakuxX cepax, Kak poOOTOTEXHUKA,
OCCIUIIOTHBIN TPAHCIIOPT M CUCTEMBbI BuacoHaOmonenus. MccnemoBarenmu Terven, J., Cordova-
Esparza, D.-M. u Romero-Gonzélez, J.-A. npoBenn BCECTOPOHHUN 0030p ABOJIOIUN apXUTEKTYP
YOLO — OT OpuUTrvHAIBbHOM BEpCHH 10 COBPEMEHHBIX Moaudukamii, Bkiodas YOLOvVE, YOLO-
NAS u monenu ¢ ucrioas3oBanreM Tpancopmepon [9]. B paboTe paccMaTpuBarOTCsl IPUMEHSIEMbIE
METPHUKHU OLIEHKU KauecTBa, METO/IbI TOCTOOPaOOTKH, a TAaKXKe KII0UEBbIC N3MEHEHHS B apXUTEKType
HEHpoceTel U cTpaTteruu 00y4YeHHsI, XapaKTepHbIC ISl KaXI0H UTepaluu Mojenu. B 3aBepiieHue
aBTOpHl O0OOLIAIOT IMOJIy4eHHble Ha MpoTsHkeHUH pa3Butuss YOLO ypoku u 0003Ha4aroT
IIEPCIIEKTUBHBIC HAIPABICHUS JaJIbHEUILINX NCCIIEI0BAaHUH, HAIIPABJIEHHBIX HA COBEPLICHCTBOBAHNE
CUCTEM JETEKIIUU OOBEKTOB B PEAIbHOM BPEMEHHU.

Mogens YOLOVS, pa3zpaborannas komnanueit Ultralytics, mpeacrasisier co00i COBPEMEHHYIO U
BBICOKOA((DEKTUBHYIO apXUTEKTYpy [UIsl pelleHHs] 3a7ad KOMIBIOTEPHOIO 3pEHHus, BKIIOYas
JETEeKIHI0 OOBEKTOB, CErMEHTAlMI0 M Kiaccudukanuioo. B oTimume OT mpenbiaylnx BepCui,
YOLOV8 peanusyet anchor-free moaxoj1, mo3BoNSIIOIINNA HANPSAMYIO TPEICKa3bIBaTh KOOPIUHATHI
OTPaHUYMBAIOUINX paMOK 0e3 HEeoOXOIMMOCTH HCIONB30BAaHUS 3apaHee 3aJaHHBIX anchor-box
mabaoHOB. DTO ympouiaer o0yuyeHHuEe MOJENTH M TOBBIIIAET €€ YHHBEPCATbHOCTh B Pa3IMUHBIX
cueHapusx. Apxurekrypa YOLOvVS peanu3zoBaHa B HECKOJIBKUX BapHaHTax MaciiTabupoBanus (n, s,
m, |, X), 4TO MO3BOJISIET MOJH30BATENO0 BHIOMPATh ONTUMAJBHBIA OajaHC MEXIYy TOYHOCTHIO U
IIPOU3BOJIUTENILHOCTBIO. Mozenp Takke nojnepxuBaeT 3kcnopT B ¢opmatel ONNX, TensorRT,
CoreML u npyrue, 4o obierdaet MHTETpalrio B MPUKIaIHbIe cUcTeMbl. Takum oOpa3zom, YOLOVS
codyeraeT B cebe MOIYIbHYIO apXHUTEKTYpy, BBICOKYIO CKOPOCTh OOpaOOTKH U IIHPOKYIO
(GyHKIIMOHATBHOCTh, YTO JeiaeT e€ OJHMM U3 Hauboyiee NMEepCIEeKTUBHBIX PEIICHUN B 00JIacTH
aBTOMATHU3HPOBAHHON 00paOOTKU BU3YaJIbHBIX JTAHHBIX.

[Ipouenypa aHHOTUPOBAHUS — 3TO ATAl MOATOTOBKH J1aTaceTa, Ha KOTOPOM KaXKIOMYy OOBEKTY Ha
M300paKeHUSX WM BUJCOKAApaxX IMPHCBAWBAIOTCS METKH (QHHOTAIMH), COOTBETCTBYIOIIHE €r0
KJIacCy M KoopJauHaTaMm. B 3amayax KOMIBIOTEPHOTO 3pEHUS aHHOTUPOBAHHWE HEOOXOAMMO s
oOyuenus Mmojened, Takux kak YOLOVS, Tak Kak OHO TO3BOJISIET aNTOPUTMY «HAYUUTHCSD)
pacmo3HaBaTh U JIOKQJIM30BaTh OOBEKTH. AHHOTHPOBAaHUE BHJICOJIAHHBIX B paMKaX JIaHHOTO
HCCIIEIOBaHMS OCYIIECTBISUIOCH CIEAYIOIUM 00pa3oMm:

1. ABromaTuyeckas pa3MeTKa:

- C nmocrnenyromeil pydHON TPOBEPKOM.

- Cpennsig Tounocts aetekiuu: 72.3% (IoU=0.5)

2. ®opmarhl XpaHEHHUS:

- COCO — 9710 OOMmHpPHBII TaTaceT A 3a/1a4 KOMIBIOTEPHOTO 3peHHUs, BKJIIoUas 2 D-aeTexiio
00BeKTOB, cermeHTanuio u captioning [10]. B koutekcre COCO u BooO111€ KOMIIBIOTEPHOTO 3pEHUS
captioning — 3To 3a/1a4a aBTOMaTHYECKOM reHepalii TEKCTOBOTO ONMUCAHUSI U300pakeHusl.

- KITTI — sT0 cnenmanu3upoBaHHbIM Ha0Op JAaHHBIX I Pa3pabOTKH U OIEHKH aJTOPUTMOB
KOMIIBIOTEPHOTO 3pEHMSI B CHCTEMAaxX aBTOHOMHOT'O BOXKACHHUSI, BKIIOYAOIINNA CUHXPOHU3UPOBaHHbBIE
naHHbIE ¢ Kamep, tuaapos u GPS/IMU [11].

- CobctBennbiit JSON-popmMart 1151 XpaHEHHsI JOTTOJTHUTEIbHBIX METaJaHHbIX.

3. Cratucruka raracera:

- OOmwuit o6bem: 2.5 4acoB BUJEO.

- KomungectBo kaapos: 27 ThIC.

- Pa3medeHHBIX 00BEKTOB: 2.5 THIC.

Bce coOpanHble 3KCIIeprMEeHTaIbHbIE TaHHbIE CTPYKTYPHUPYIOTCS 10 CJIEAYIOIIENH HEPapXUU:

/datasets/

—— MaixSense A075V/
—— StereoVR_USB/
—— RealSense 1515/
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JJis KayKoro JaTacera XpaHsTCs:

- IIBeroBbie Buaco u u3obpaxenus (.mp4, .png)

- I'myGunnsie kapTsl (.png, .bag)

- AnHOTanuu u MeTKH (.json, .CSV)

—  Jloru 3KCnepUMEHTOB U KOH(UTYpaIH 000PYI0BAHHUS

Ji1s o0yueHust ¥ TECTUPOBAHUS MOieNu Obliia chopMUpOBaHa CTPYKTYpa AaTacera, BKIIOYAoas
B ce0s 20 mamok ¢ BUACOKaIpaMH, MOJYyYCHHBIMH C KaMep, YCTAaHOBJICHHBIX B CAJIOHE TOPOACKOTO
aBToOyca. B obmielt cinoxHoctr ObuT0 M3BNeUeHO 4047 n3o0pakenuid u pazmedeHo 8918 o0bEKTOB
Ki1acca «4enoBek». M3 aux 16 nanok (3293 u3obpaxenus, 7322 o0bekTa) OBLIN UCIIOIB30BAHBI IS
oOyuenus, a 4 manku (754 nzobpaxenus, 1596 00bEKTOB) — IJIs1 TECTUPOBAHUS.

B Tabnuie 1 npeacraBieHa COOTHOIIEHUE MEXAY 00ydaroliel 1 TeCTOBOM BEIOOpKaMK COCTaBUIIO
81% u 19% no konuyecTBy U300paKEHU COOTBETCTBEHHO, a [0 YHCIY aHHOTHPOBAHHBIX 0OBEKTOB
— 82% u 18%. Taxoe pacnpenenenue odbecrneynBaeT penpe3eHTaTUBHOCTh TECTOBOM BHIOOPKH IpHU
COXPaHEHUHU JOCTATOYHOTO 00bEMa 00yUaIOIUX JAHHBIX JIJIsi KOPPEKTHOW HACTPONUKHA MOJICTIH.

Tabnuya 1. Pacnpedenenue uzodpasxceHuti u aHHOMUPOBAHHBIX 00bEKMO8 8 obyuarowel U mecmosou
8b100pKAX

Kamezopus Tlanku H3zobpadicenus Obvexmbl
Train 16 3293(81%) 7322(82%)
Test 4 754(19%) 1596(18%)
Bceeo 20 4047 8918

Anroput™M mojcyeTa JiroJed peaqu3oBaH B BUJIE KJlacca, KOTOPbIN OTCIEKUBAET MEpPEMEILEHUE
O00BEKTOB (HampuMmep, JIOJeH) OTHOCUTENIBHO 3aJlaHHON BUPTYalbHOW JMHUH, MPEACTaBIIAIOLICH
rpaHully BXxoJa WiM Bbixona. [Ipu mHunmanuszanuu 3agaroTcsi KOOPAUHATHI ATOW JIMHUU, a TaKKe
CO3JIAI0TCSl BHYTPEHHUE CTPYKTYPBI JUIsl XPAaHEHUSI UCTOPUM JBMKEHMSI OOBEKTOB, UX MOCIEIHHUX
MOSIBJICHUH B KaJpe M CUETUMKOB nepecedeHuil. OCHOBHAS MJes 3aKJII0YaeTCsi B TOM, YTOOBI JUIs
KaX/10r0 OOHApYy>KEHHOI'0 00BbEKTA COXPAHATH €0 MOJ0KEHUE OTHOCUTEIBHO JIMHUM, BBIYUCIISISI 3HAK
BEKTOPHOI'O MPOU3BEACHUS MEX/ly HAllpaBJI€HUEM JIMHUM U BEKTOPOM OT Hauaja JIMHUU JI0 UEHTpa
00beKTa. DTH 3HAYEHMsI CO BPEMEHEM HAKaIUIMBAIOTCS, (POPMUPYS UCTOPUIO JBUKEHHS OOBEKTA.
3areM 4epes3 3a/laHHOE KOJIMYECTBO KaJApOB MPOBOJINUTCS aHAJIN3 HAKOIUIEHHON TPAeKTOPUHU KaXa0Tro
o0bekTa. [y CriakuBaHUS JAHHBIX HCIOJB3YeTCs MOJMHOMHUANIbHAS alIpPOKCUMAlUs TPETHEro
MOpsAJIKA, TIO3BOJISAIONIASl OLEHUTh HalpaBieHHE ABMKEHUsI 00bekTa. Ecnu annpokcuMupoBaHHas
TPACKTOPUS MEPECEKAET HOJIb, 3TO MOYKET CBUJIETENBCTBOBATh O MEPECECUeHUH rpaHuubl. [Ipu sTom
OTlpeseNsieTCs HayalbHOE TMOJIOKEHHE OOBeKTa OTHOCUTEIBHO JIMHUH, €CIU KOJUYECTBO
nepeceueHuil He4eTHOe, CUUTAETCS, YTO OOBEKT MepeceKk IpaHuily. B 3aBUCUMOCTH OT TOT0, ¢ KaKon
CTOPOHBI OH HayaJj JIBUKEHUE, aITOPUTM (PUKCHPYET JMO0 BXOJ, TUOO BBIXOI.

HTorom paboThl alropuT™Ma SIBJISIETCS CUETUYMK BXOJI0OB U BBIXOJI0B, ID mocneaHero nepecekiero
rpaHully O0bEKTa, a TaKXKe HalpaBJICHHE €ro JBUKEHHUS. AJTOPUTM YCTOWYUB K LIYMYy 3a CHET
CTJIaKUBaHMsI TPAEKTOPUH, HO €ro 3PPEeKTUBHOCTh 3aBUCUT OT Ka4yeCTBa TPEKMHIa U KOPPEKTHOCTHU
ID o6bexToB.

Pe3yabTarsl Mccie10BaHUSA

Jiis oOydeHus MoJieIn CerMeHTaluu ObUTH aHHOTUPOBaHbI 4047 U300pakeHuH, B KOTOPBIX ObLIH
8918 obbexToB. [lns Tecra oTtoOpanbl 754 mzoOpaxkenwuii, rae 1596 oOwvektoB. OcranmbHbie 3293
M300paKEeHUS MCIIONB30BAIUCh ISl OOydYeHUs, TIe MpHcyTcTBoBalo 7322 oOwekra. OOyueHHe
npoBoawiiock Ha 200 smoxax, mokazanHoro Ha pucyHke 3. [To rpaduky Habmrogaem, uro mocie 150
AMOX MOJIENh HaYMHAeT nepeodyuaThcs. Marpuia ommOOK MOKa3bIBAeT TOYHOCTH Mojenu 92%,
MMOKA3aHHOTO Ha PUCYHKE 4.
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00BEKTOB KJIAcca «UYEeIOBEK» B YCIOBHIX BUAeoHa0moaeHus. JlocTurayToe 3Hauenue F1-nmokazarens
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B Tabnuue 2 npeacraBieHa cepus SKCIEPUMEHTOB [0 CPABHEHUIO aJITOPUTMOB TPEKHHTA.

Ta6ﬂuua 2. CpaGHumeJZbelljl AHAIU3 ATICOPUMMOE ONMICAENHCUBAHUA 06vbekmos

Memoo MOTA | IDFI Tnyouna 3aoeporcka Ilompebnenue namamu
SORT [6] 0.58 0.70 Hem 10 mc 500 MB
DeepSORT [4] 0.65 0.78 Yacmuuno 45 mc 1.2TF
FairMOT [7] 0.67 0.80 Hem 35 mc 1.51F

Pe3ynbraThl mokazaad, 4TO HaMOOJBIIYI0 TOYHOCTb OTCIEKHBaHMS OOECHEeUMsl aJIrOpUTM
FairMOT, nocturas 3naueaniit MOTA = 0.67 u IDF1 = 0.80. Tem He meHee, ¢ yuéToMm TpeOoBaHUN
K IPOU3BOJUTEIBHOCTH B YCIOBHSX OIPaHMYEHHBIX PECYpPCOB IPEANOYTHUTEIbHBIM OKa3aics
DeepSORT, mnoka3zaBmimii cOallaHCHPOBAHHBIE PE3YJIbTATHI NMPH YMEPEHHBIX BBIYUCIUTEIBHBIX
3atparax. Hcnonp3oBanue riayouHHod wuHpopmaruu (depth data) B pamkxax DeepSORT
CIOCOOCTBOBAJIO YIIYUIIECHHIO YCTOMUYMBOCTH TPEKMHTA IIPU YACTHYHBIX MEPEKPBITUSIX O0BEKTOB.

OTH pe3ynbTaThl MOAYEPKUBAIOT 11€J1eCO00Pa3HOCTh BbIOOpA TPEKEPOB C YUYETOM crenupUKU
L[EJIEBOI0 MPUMEHEHUS — B YAaCTHOCTH, NPU IOCTPOEHUU BCTPAWBAEMBIX CUCTEM MOHUTOPHHIA
[ACCAXUPOINOTOKA Ha 0a3e KOMIIAKTHBIX BHIYMCIUTENIBHBIX MIIATHOPM.

Jis  Bepudpukanuu SPPEKTHBHOCTH pa3padOTAaHHOW Mojaenu Obula TIPOBEIEHA Cepus
HKCIEPUMEHTOB Ha 3apaHee 3alMCaHHbIX BHJCOJAHHBIX, HE HCIOJIb30BAHHBIX B OOyYaroleMm
npotrecce.

OCHOBHBIMU KPUTEPUSIMHU OLIEHKU BBICTYNAJIM Ka4yeCTBO JIeTeKIUN 00bekToB (MeTpuku F1-score,
precision, recall) m Mpom3BOAMTENBHOCTE MOAETH B Kaapax B cekyHay (FPS) mpu pasmuanbix
anmnapaTHbIX KOH(QUTIYpaLusax, KOTOPOro Mpe/ICTaBlIeHbl Ha PUCYHKE ©.

FPS
70 64,5
60
50 45,6
40
30
20
7.5 TIT
s —
o
Jetson Jetson TRT RTX5000 RTX5000TRT

Pucynox 6. Ilpouzgooumenvrocms mooenu

OnHOBpeMEHHO Oblila MPOBEJEHA OLIEHKA TOYHOCTH Ha OTJIOXKEHHOW TecToBoW BhIOOpke. Kax
ITOKa3bIBAIOT [TOJIyY€HHbIE METPUKH, MOZIEIb JocTuraet 3HaueHus F1-score = 0.90 npu ontuMaibHOM
[IOpOre yBEPEHHOCTH, YTO IIOATBEPXKAACT €€ BBICOKYIO HAAEKHOCTb M IPUTOJHOCTh K
MIPAKTHYECKOMY IIPUMEHEHUIO B YCIOBUSAX TOPOJCKON TPAHCIIOPTHOM CUCTEMBI.

Juckyccus

[IpencraBneHHble pe3yabTaThl JEMOHCTPUPYIOT 3((HEKTUBHOCTh MPUMEHEHUS TIIyOMHHBIX Kamep
n mozenn YOLOVS nans aBTOMAaTU3MPOBAHHOTO MOJCYETAa MACCaAXKUPOB B  OOIIECTBEHHOM
Tpancnopte.  Wuterpamus  depth-maHHbBIX ¢ anropuTMamMu = TPEKMHIa, B YaCTHOCTH
MoauduumpoBanHsiM DeepSORT, no3Bosniia NOBBICUTh YCTOMYHUBOCTh CUCTEMBI K TIEPEKPHITUSIM U
nuHaMuKke crieHbl. HecmoTps Ha 6oiee Boicokyto TouHOCTh FairMOT, DeepSORT nokazan syurmii
OaaHC MEXAYy CKOpPOCTbIO U TOYHOCTBIO, UTO JE€JIaeT €ro ONTHMAaJIbHBIM JJISi MCIIOJIIb30BAHMS Ha
OrpaHUYEHHBIX MO pecypcaM IuaTdopmax. OmHAKO BBISIBICHBI U C1a0ble CTOPOHBI MOAX0JA: TpU
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IJIOTHBIX CKOTUICHHUSX MACCAXKUPOB BO3HUKAIOT OMIMOKH B [D-TpekuHTe, YTO MPUBOIUT K ABOMHOMY
WIH MponylieHHoMY noacuéty. Kpome Toro, nepekpsiTus U OBICTpbIE MEpEMEIICHHsI TacCaXHUPOB
MOTYT CHUXaTh HAJIEKHOCTh CUCTEMBI. B JanpHEWIEM IUIAHUPYETCS UCCIEHOBAHHUE AJITOPUTMOB
KOPPEKIMH WICHTHU(PHUKATOPOB, a TaKKe HMHTErpanus METOJOB Ha OCHOBE TpaHCPOPMEpPOB s
MOBBILICHUS] YCTOMYMBOCTH.

dopmupoBaHue COOCTBEHHOIO JlaTacera OOECHeYMIIO JOCTAaTOYHBIA O0BEM U KauecTBO
AHHOTHUPOBAHHBIX JI[AHHBIX, TIO3BOJMB OOYYUTHh M MPOTECTUPOBATH CHCTEMY B MPHOIMKEHHBIX K
peanbHbIM ycioBusX. OpHaKO TOYHOCTH MeToAa MojAcuéra 3aBUCHT OT crabuiabHOoCcTH 1D,
[IPUCBAUBAEMBIX TPEKEPOM, UTO OCTAETCS 30HOM Ul ONTUMU3ALMK. B nepcnekTuBe npeanoiaaraercs
WCIOJIb30BaHNE TPaHC(HOPMEPOB M ATAaNTHUBHBIX TPEKHHT-METOJOB JUISl MOBBINICHUS HAAEKHOCTH
CUCTEMBI B CJIOXKHBIX YCIIOBHUSX IKCILUTyaTallUU.

3akiro4yenue

B xozme mpoBenéHHoro wuccinemoBaHus Obula pa3zpaboTaHa CHUCTEMa aBTOMATH3UPOBAHHOTO
oOHapy KeHHsI ¥ TOCUETa acCaKUPOB B OOIIECTBEHHOM TPAHCIIOPTE C IPUMEHEHUEM COBPEMEHHBIX
METOZ0B KOMITBIOTEPHOTO 3peHus. Bribop moaxona Ha ocHoe mozenu YOLO Pose oOycrnosien
HE00XOIMMOCTBIO 00ecrieueH s BBICOKOH TOYHOCTH M CKOPOCTH 0OpabOTKH B YCIOBUSX IJIOTHOM
CIICHBl M OTPAHWYCHHBIX BBIYUCIUTEIBHBIX pecypcoB. Mcmonp3oBaHue riryOMHHONW HMH(POpMALUU
(depth-maHHbBIX) NO3BOJMIIO TMOBBICUTH YCTOWYMBOCTb CHCTEMBl K UYAaCTMYHBIM HEPEKPBITUAM U
CIIO’KHBIM PaKypcam.

B nponecce paboThi:

1. PazpaGortana TpekuHr-cuctema, uHTerpupyromas RGB- u riyOuHHBIE [aHHBIE, 4YTO
MIO3BOJIMJIO YJIYYLIUTh TOYHOCTh UACHTU(DHUKALIMY U OTCIICKUBAHUS MTACCAKUPOB.

2. CdopMupoBaH ¥ aHHOTHPOBAH CIICIUAIM3NPOBAHHBIN naTtaceT, coaepkanuii 6omee 27 000
kagpoB 1 2 500 00beKTOB, 1Al TUPOBAHHBIH 110]1 331a4 00y4eHUs! HelpoceTel.

3. BrmonHena onTUMH3aNMAg MOJENH, OOECTeYHMBINAsS PaOOTOCIIOCOOHOCTh B  pEXHUME
peaqbHOr0 BpPEMEHM Ha pa3IMYHbIX allapaTHbIX KOH(QUrypalMsx, BKJIKOYas BCTpauBaeMble
1aT(HOPMBI.

Co3gaHHas CcUCTeMa MOXKET CIYKUTh HaA&KHBIM HHCTPYMEHTOM JUIi MOHMTOpPHWHTA
MACCAXUPONIOTOKA W aHalW3a 3arpy3Kd MapuIpyToOB, YTO HMEET MPHKIAIHOE 3HAYCHUE IS
NOBBIIEHUS  A(PGEKTUBHOCTH  YIPABICHHUS TOPOJCKUM  TPAaHCIOPTOM M IUIAHHMPOBAHUS
nHOpacTpyKTyphl. [loMHEMO OOIIECTBEHHOTO TPAHCIOPTA, TOAOOHBIE CHUCTEMBI MOTYT HAWTH
IIPUMEHEHHE B TOPTOBBIX IIEHTPaX, CHOPTUBHBIX 00BEKTaX, a3PONOPTAX U JPYTUX MECTAX MAaCCOBOIO
CKOIUICHUS JTFOJEH.

BaarogapHocth

JlaHHO€ HcclieIoBaHNEe BBIIOJIHEHO NMpH (uHaHCcoBOM noanepxkke Komurera nayku MHBO PK B
paMKax mporpaMMHO-IieneBoro (punancupoBanust BR24992852 «Pa3paboTka MHTENIEKTyalIbHBIX
Mojiesiell 1 MeTofioB Lu(ppoBoil 3kocucteMbl Smart City A ycTOMYMBOIO pa3BUTHs Topoja U
MTOBBIIICHNS Ka4€CTBA YPOBHU KU3HU TOPOKAH»
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